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Abstract:

The current research tackles the performance of Spatiotemporal Interpolation Techniques
using the Kriging Technique after relating it to time, which is introduced to the Prediction
Process as the reliable mathematical formula to obtain the best performance of a proposed
mathematical model. This study's main objective is to evaluate the best Unbiased Linear
Prediction Technique with the slightest variance of error through mathematical equations that
are derived and related to time.

In this study, the researcher used Spatiotemporal Data of Soil Pollution with minerals in the
industrial zone in Mosul city with the actual locations. The data consists of (192) real
observations of Arsenic (As) and Chrome (Cr) in the AL Karama Industrial Zone, and this data
represents the depth with the actual locations. The Kriging Technique and Kriging Covariance
through the mathematical formula are related to time in this research. A function for the place
was applied, namely, the variogram function that represents the difference between the
observations, as this function was determined for all the directions of the compass, and its
parameters were estimated. Through the covariance and the standards of error, it was concluded
that the ideas of the Mathematical Spatiotemporal model express the positivity of the proposed

model amongst the models of the Covariance functions, such as the Spherical model and the
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Exponential model, which are approximate models from the principal point of view to the

characteristics of the Kriging mode. We also recommend entering three-dimensional data to
obtain a proposed mathematical model or data for infectious diseases and atmospheric gas
Pollution, using other Spatiotemporal Prediction methods and linking them with artificial
intelligence and Fuzzy methods. All the calculations were conducted using the MATLAB

Language.

Keywords: The Universal Kriging, the Covariance models, Spatiotemporal data, standards
of error.

dihia B caleally 4 yil) o glit dilSal) dila ) culiladl Jaldd) Slisy <I) aladiu
Jua gall dyaa B e lial) 4a) S

JALBJJAA.A@JL& c*g.bo:wa‘;n

ghanim-hassod@uomosul.edu.ig « mustafamohamed40020@gmail.com

-

sADAl)
Blee & J2 il (el Ledas ) aay i€ HS 25 aladiualy KA a3l JLaSiun) el el a1 J iy
03 (o ouat N Ciagll () . e oy ) 3 sail ol Juml e J gemall Jal (g Badine Ll ) e JS3 e il
DA e Uaall s U8 e Soaie pe a5 Juadl e Jsaad) Jal o il Gl Juadl apis 1 350l
(e b Adai ye 5 ARLIS Al ) WY alae
G sall Aipne 3 A lis dilaia 3 abaadly 4y 5l & gl Al il ) by e Ganll 138 3 alaie V) 5 il
delia A (Cr) s S5 (AS) il (Sara (e JST4a8s Baaliia (1Y) (e L) () oS35 G A8 8] LeaB) 00 aa
IR (e i€y S ol g i) S 465 (Gl o Canal) 138 IR (g0 Aiibal) Lgad) ga aa (anll Jiad clilull 238 5 4l S
O GO Jiad (gl S s )lall Al oa e300 Ala s ad gall Alls Gudai 5 By (g Yy Adas jall dpaly ) pal)
O ) o sl i) IS (pe s Al il 5085 5 Al sl Claladl aaand A1) s34 luial a3 s CulaaLisall
bz 3 pail) ISl ) Badll daa julae s Gl daa IS (po 15 TunBl 5T aan | i g 2101 yeldas iy S Ay
zasalls 55 8 zasaill Jie ladll Jlso zilad G e R Zasall Al Ge Lum A (SIS (L)
Jsnanll sl 4830 iy Jasly oo 58 LS S S 4485 ailaad] Tasall G (30 Gl tie (lad sai Lot 5 ousl)
AT 4lSa ) 3t 3ok alaiul g edysall < Jlally gl g (g saal Gial Y iy b o e ) Fhsai e
Matlab ) Bl 4x) aladiuly clbuall ¢l ) & canadll Gslu)  celilaa¥) oS0 Cullul aa Leday

.( Language

Laall jilea AlSe Al ) iy « el 2 3lad cJalill GliSy S s Asalifal) cilals)

Web Site: https://isnra.net/index.php/kjps E. mail: kjps@uoalkitab.edu.iq

100



https://isnra.net/index.php/kjps
mailto:kjps@uoalkitab.edu.iq
mailto:kjps@uoalkitab.edu.iq
mailto:mustafamohamed40020@gmail.com
mailto:ghanim-hassod@uomosul.edu.iq

Ali MH, Dhahir GM. / Al-Kitab Journal for Pure Sciences (2023); 7(2):99-114.
e —

1. Introduction:

Kriging Technique gained this name after the name of the South African mining engineer D.
G. Krige, who submitted specific ideas in his master's thesis in (1951), and these ideas were
adopted by the famous French mathematician George Matheran and called the Kriging
Technique for spatial prediction. Spatial prediction received significant attention in statistics as
the forecast can potentially affect the values in unknown locations. Despite the long history of
this subject, the uncertainty feature is related to the type of the most convenient prediction
method. Sometimes, many researchers rely on the nature of the data (samples) and the decisions
made when identifying the prediction criteria. When any vector is specified, a particular
indicator can be measured by increasing the number of Kriging applications, and it is the Best
Linear Unbiased Prediction (BLUP)m where the statistical characteristic is preferred repeatedly
so that the chance is available to determine the mean as a model in Kriging Technique. Usually,
the spatial technique is evaluated into two values: mean and residual. Here, the random data is
related to the residual, and the Universal kriging (UK) becomes related to the mean. Several
studies suggest a model estimate the level of air pollution explicitly by merging both the
temporal and spatial dependent variables; spatial interpolation methods and their applications
have been developed in various disciplines, such as mining engineering [11] and environmental
sciences [6], [1], many studies have dealt with spatial prediction [5], [15], in health, pollution
and precipitation [16], in the field of soil data, its properties and groundwater [3], [2].
2. Method

2.1 Regionalized Random Variables:

If the random variable Z(s) is a spatial variable in the location s, and if s = s, , then Z"(So)
is the variable to be predicted in the location s,. The random spatial variable (regional) is
defined as a numerical function with a spatial distribution that is different from one location to
another with the continuity of the phenomenon, but the spatial (regional) data is the information
that describes objects and events in a location of the earth surface or near it or inside the earth
or close to it. Usually, the spatial geographical data involves the information of the location (it
includes coordinates on the ground, the feature or the event information, or certain phenomena)
with the temporal information (time or age) that exists in the location, and the location is stable
on the wide range. If Z(s) is a random spatial variable in the location (s), then the distribution

data Z(s) has a prediction that is written with the following formula:

m(s) = E[Z(s)] = [, X fz9(0)dx = p ,VSED (1)
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his case is called First-Order Stationarity, but in Second-Order Stationarity, the random

variable Z(s) is a second-order stationary variable if the prediction of the random variable is
present and doesn't depend on the location (S). E[Z(s)] = u , VSseD

If the variance exists, it is defined as var [Z(s)] = 6%z, = E[{Z(s) — m(s)}?]

var [26s)] = | (x= m($))? oy (¥)dx

For each pair of spatial random variables [Z(s),Z(s + h) ] The covariance function is
known and depends on lag only.

COV (Z(s),Z(s + h)) = E[(Z(s)- m(s))(Z(s + h)- m(s + h))] = o (h)

The second-order stationarity entails the presence of the covariance function and a specific
finite variance function. The Intrinsic Stationary is more generalized than the previous
stationarity in that the mathematical prediction exists and doesn't depend on the location (s).

E[Z(s)]=n

The increase [Z(s), Z(s + h) ] has a finite variance and doesn't depend on the location ().

var[Z(s),Z(s + h)] = E[(Z(s + h)- Z(5))?] = 2y(h)

The function 2y (h) is called a variogram function, while the stochastic process is called the
random process, which is a group of random variables that depend on time. If we assume that
there is the element (s) (sample space) for a random experiment (E), then the function:

Z={Z(t,s),teT,s € S}, T c R @)

It is called the random process or the stochastic process.((t), (t, s)), where T is the parameter
time, S is the space, and the sample (the case) (states space), as T might be countable
(discontinuous values) or uncountable (continuous) ,and the same is with s [8], [13], [17].

2.2 Variogram Function:

Usually, the variogram function is defined as the function of the following probabilities:

2y(h) = E[(Z(s) — Z(s + h))?] ©)

When dealing with the real data, the variogram function is estimated by the experimental
variogram function in relation to the lag vector (h) as a set of observations that exist in the form
of pairs with spaces between them lag(h) [4], [7], [9].

. 1 ,

2y (h) = Wz’i":@(zi —Z;)?,j=1,2...,N(h) (4)

There are three parameters for the variogram function, they are:

e The range is symbolized with (a), and it represents the distance on the x coordinate or
lag until the curve is stable.

o Sill, where the value of ¢ + ¢, Represents the variance.

P,
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e The Nugget Effect stands for the random errors in the measurement units, which is the

nugget effect of the function at h = 0, and it is also called the nugget effect or

discontinuity, as shown in Figure (1):

y(h)

sill

nugget

Figure (1): An illustration of the variogram function characteristics

Figure (1) shows the variogram drawing in general, where the x-axis is the lag(h) and the y-
axis represents the semi-variogram function y(h) with the parameters: (nugget effect) is the
lack of continuity, (still) is the variance, and (range) is the lag. The variogram function has the

following properties:

y(h) =y(-h)
y(0) =0 ,h=0
y(h)
-0 when h|| - o
| h |12 IRl
For any real group {a;,a,, .. ..... ,ap} that verifies }i%; a; = 0 we get the following

characteristics: X2, 2% a; a; y(s;-s;) < 0

Here, the process is isotropic, i.e., y(h) = y(||h||). There is a relationship that connects
the variogram and the covariance function, which y(h) = C(0)- C(h), where y(h) is Semi
variogram function and C(0) is a Variance function and C(h) represents the Covariance
function [4] ,[7].
2.3 Spatiotemporal Random Function Model

Let Z = {Z(s,t),s € S,t € T} be a group of spatiotemporal data or temporal data from a
variable with spatial coordinates (s ;, t;),i =1, ... ... , within the spatial domain S for the time
interval T. Assuming that this definition satisfies the stochastic spatiotemporal function z(s,t),
predictions can be made Z(s,, t,) For the unmeasurable spatiotemporal points [6], the model of
the random function is given as follows:

Z*(s,t) = m(s,t) + e(s,t) (5)
P,
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Where m (s, t) is the deterministic part and e (s, t) is the stochastic residual part. The stability

of the direction can be presumed in the time and place, and it can be allowed to change as a
known function of covariates, and m represents the basic variance in the spatiotemporal process.
The direction is developed by the regression-type model that connects the important variable z
with the relevant covariates. The residual e represents the difference between the observations
and predictions of the trend of the stationarity model of residuals for replication in Kriging
processes results from removing the direction component, and they are distributed normally [7],
[18], [17].
2.4 Spatiotemporal Variogram Function

The estimation of spatiotemporal direction is done by subtracting m(s) from the observations
of the spatiotemporal level e(s, t), and the residual might be differences or correlations in space
and time. The resulting residuals could be used in constructing the sample of the variogram
function in time and space. The sample of the variogram function model diagram 2y (h,u) is

calculated as follows:

1
N(hu)

2y(h,u) = Z?ﬂ"u) [e(s,t) —e(s + h,t +u)]?

(6)

Where h is the distance separating the points in space and, u is the separation in the time,
N(h, u) is the number of observations in Z that are separated by lag (h, u). The spatiotemporal
structure of the variogram function is symbolized by 2y(h,u), which is according to the
distance or lag. Once the plot samples of the spatiotemporal variogram function model are
calculated, a model with a few model variances can be modeled to estimate the spatiotemporal
covariance and variance. The variogram function can represent the spatiotemporal variables.

¥sr (s, t) in the following formula:
Ysr(s,0) = ¥s() + yr(w) +y,(VRZ + w? ) .

Where X represents the spatiotemporal variance when the spatiotemporal distances and

the spatial distance are merged, and y; Are the spatiotemporal variogram functions [19], [21].
2.5 Universal Kriging

In this type of kriging, the data Zj, i= 1, ..., n, are unknown at the points vi wherei=1, ..., n
is interpreted as outcomes of a random field that can be decomposed as the sum of the
deterministic components of a random field Z(s) is stationarity and has a mean of zero. This is
supposed to be: Z(s) = X741 Bif;(s) + R(s)

Where R is a zero mean of a random field, which is represented as a function f, which is

assumed to be known, together with the variogram function of the random field R, the
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coefficients Bj are secondary coefficients of the prediction. Under these assumptions, Universal

Kriging (UK) can be defined as If we have so, then Universal Kriging overall estimate at a point
So based on the spatial data Z(s;) where i =1, ..., n is defined as an unbiased linear estimate.
Z"(s0) = X1 q 4 Z(s)
With the most accurate squared predictive error. The Universal Kriging can be written in the
following form: Z=XB + R
Justifying the morphological similarity with the general linear estimation. The function to

be minimized can be written in the case of a Universal Kriging as follows:

@ (A1, Azy -eey Mg, M1, .oy Mp) = E[(Z(S0) - Tit g As Z(5))2] - 2% M (Tiq A; £(S0) ) Where
j=1, ..., pand m; Are Lagrangian multiples, repeating the derivation along the lines of the

above leads to a linear system. [ U AU =yU, where [U is a matrix, AU is a value, and yU is a
value. The Universal Kriging Coefficients can be determined by solving the linear system. [ U

AU = yU, therefore: AU = 5! yU.

Similarly, the squared prediction error can be calculated as in the case of Ordinary Kriging

(OK) through the following equation [9], [10], [14].

otk (Vo) =A§ YU=y§ [g" yU (10)
2.6 Spatiotemporal Kriging Technique
In a similar way to the pure spatial case in the regression Kriging (RK), separate predictions
are of the direction, and the remaining components are performed, and then they are added
together once again. The techniques of applying the steps differ in terms of satisfying the
Spatiotemporal Kriging Technigue (STK) on the random residuals through the best unbiased
linear prediction e(s,, t,).
€"(So, t,) = it Aie(sy ty) )
where; 4; Represents the weights of the spatiotemporal Kriging technique that is determined
by the spatiotemporal waste structure. Also, e(s;, t;) Are the residual of the samples in the area
that is neighboring the prediction location? The optimum weights of the spatiotemporal Kriging

technique are obtained via the following relation:

ZA] yst(si — Sj, ti — t]) + n= yst(si — Sy ti - to), V]= 1, .., n
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Where the Lagrange multiplier p is the number of observations that are confined to the

research area. The final spatiotemporal estimation in the location (s,,t,) It is given by the
components that remain together.
Z7 (S0, ) = m* (50, t,) + €7 (S0, L) (11)

The prediction covariance is estimated by:
var(Z*s,,t,) — Z(s,,t,)) = 0* (m*(so)) + (Z?:l Ai Vse(si— st —t,) + m)

The vector of the error component is given by:
a2(m*(sy)) = X, —xT ¢! ¢ )T(xT ¢ )7 (xg —xT ¢ ¢p) (12)

Where x is the sample of the covariance matrix remaining in the research locations, c is the
covariates in the research location, and x, It is the vector of the variables [12], [20], [17].
2.7 Measures of The Predictive Performance with Time

The predictive performance for each model is accomplished by verifying the (Cross
Validation) as the accuracy of prediction validity with the time factor by the mean absolute

predictive error (MAPE), which equals:

1 ) — Y (sit
MAPE:_EZ ¥(sit) — v (syt)
N £l

}’*(S,-, t)
Where N is the total number of available observations in the group, y(s;t) is the

%100 (13)

measurements of the pollution in the counter i and the unit of time in the group t, y*(s;, t)

Represents the root mean square error (RMSE) can be found [20]:

RMSE = 25,5 (¥(s) ~ ¥ (5,0’ (14

3. Data Analysis

We relied on spatiotemporal data with their actual locations from research published in the
College of Environmental Sciences by researcher Salem Rabie Zannad (2020), and the title of
the research was "Industrial Pollution and Environmental Impact Assessment of Industrial
Areas in the City of Mosul.” University of Mosul.

3.1 The area of study

The area of the study is in Mosul city in the northern west part of Iraq, which is between the
longitude 41 © - 44° to the east and latitude of (41° - 44°) to the east and latitude of (35° - 379).
The Al Karama industrial zone is in the eastern part of Mosul (the left bank of the city). The
area of the study is famous for the factories and mills in addition to the repair and maintenance
shops and garages that represent an important factor to the city. The real spatiotemporal data of

the industrial zone in Mosul city is the data adopted in this research, and it consists of (192)
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real values for Arsenic (As) and Chrome (Cr), which cause pollution to the soils of the industrial

zone with the course of time and for three seasons: (Autumn, Winter, and Spring).

Table (1): Results of the variogram functions for Arsenic and Chrome metals for all the trends

Arsenic As
Gl 0.932 1.260 1.491 2.093 3.151 3.796 5.108
G2 7.096 14.640 18.552 21.829 22.486 16.377 30.059
G3 8.373 17.082 20.769 26.197 31.531 28.323 52.590
G4 6.243 13.054 16.192 18.917 17.085 9.182 12.410
G5 4.014 7.950 10.022 11.961 12.819 10.086 17.583
G6 7.308 15.068 18.480 22.557 24.308 18.753 23.500

Chrome Cr
G1 0.364 0.322 0.270 0.380 0.602 0.481 0.656
G2 0.425 1.040 1.880 3.130 4.222 5.547 7.119
G3 0.618 1.336 2.521 4,126 5.326 6.718 7.507
G4 0.410 0.819 1.136 2.180 3.496 2.914 2.722
G5 0.848 1.340 1.968 2.957 3.888 5.075 6.580
G6 1.153 2.098 3.118 5.204 7.160 7.502 6.250

Table (1) below contains the results of the variogram function according to equation (1) for
all the directions of the compass with the basic angles of the compass (6=135°, 45°, 90°, 0°),
where G1 represents the angle 6=0°, G2 represents the results at the angle 6=90° with lag (h),
whereas G3 stands for the results at the angle 6=45° and G4 represents the results at the angle
0=135° with lag (h) of h = 1.414, 2.82, ..., 9.898 for the case of Arsenic and Chrome metals.
The results of the mean variogram function where the first row is G5 represents the mean of the
two angles 6 = 90°, 0° because the lag is equal when h =1, 2, ...,7, the second row shows the
mean of the two angles 6 = 135°, 45° because the lag is equal in the case of the Arsenie and the
Chrome metals.

200 100 P
—O— AS 0° % AS(0°,90°)
150 o0° a —&— (45°,135°) /
g A 450 £
8 100| —t— 135° 2 5ok . B
= X 2 o y
g g /,X? Q;{\ //
50+ st & L . . it
o S 24
) e 0
0 5 10 0 5 10
@ hlag (b) h lag
] r=—— 8 e r0n007) | o B
°0° A 6| % (45°135%) | X g
510 | u e 5
g s g4 4
= st s g A
D e e - 2+ ﬁ,)%:/
g *’F o
o Ao B o000 o "
0 5 10 0 5 10
©) h lag (d) h lag

Figure (2): Curves of the variogram function for the Arsenic and Chrome metals
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Figure (2) shows the curves of the variogram functions as the curves in (a) for all the angles:

the blue curve is when 6=0°, the green curve is when 6 = 90°, the red curve is when the angle
is (0=45°) and the discontinuous dots curve is when 6 =135°. As for (b), it represents the mean
of the two variogram functions at the angles (0°and 90°) represented by the red curve, and the
black curve represents the angles (45° and 135°) for Arsenic (As). The same can be said for the
curves in figure (c) for all the angles related to Chrome, and figure (d) represents the mean

variogram function of Chrome.

Table (2): Results of the characteristics of the variogram function means for
Arsenic and Chrome metals for all the angles.

etal As Cr
Statistics (0°,90°) | (45°135°) | (0°90°) | (45°135°%)
Min 4.014 7.308 0.848 1.154
Max 17.58 325 6.58 7.503
Mean 10.63 19.85 3.237 4.641
Median 10.09 18.75 2.958 5.204
Range 6 8.485 6 8.485

Table (2) shows the results of the variogram function for all the angles, where (Min) stands

for the point of nugget effect, (Max) represents the variance, (Mean) represents the mean,
(median) represents the median, and (Range) stands for the range in the case of Arsenic and

Chrome metals.

AS oftheta 0 AS of theta 90
150 1000
—-5- - t=1 - - t=1 0}
--&-— t=2 —-&-- t=2 Ao
[0 — Y
E 100 — -2 - t=3 R4 E —-&— t=3 /,f}/
g 5 o & 500 £
© ST ©
> 50 L > @fg
- ;@‘ fgf
0 g B 0 a2
2 4 6 8 2 4 6 8
(@ h lag (b) h lag
AS of theta 45 AS of theta 135
400 100
- - t=1 - - t=1 -
300 —© - t=2 /Q - - t=2 . ‘\O
g — A =3 R E - - =3 O < ’g‘kf_\
2 200 QT g 50 P § g RS
= B = -
g ,@-fg’ g AR
100 &f.é’ &
g: it
0 0
5 10 5 10
(c) h lag (d) h lag

Figure (3): Results of variogram function of the spatiotemporal data of Arsenic and Chrome

metals in all the directions of the compass
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Figure (3) shows the variogram functions, where (a) represents the result of the variogram

function at the angle (0°) with time. Where (t =1, t=2, t=3) between the lag on the x-axis and
the variogram function on the y-axis and the same is for the rest of the angles in the figure; (b),
(c) and (d) for the angles 45, 90 and 125° respectively. In Figure (3), the curves of the functions
(@) as (t=1, t=2, t=3) between the lag on the x-axis and the variogram function on the y-axis and
the same for the rest of the angles in figures b, c and d for the angles (45°, 90°, and 135°)

respectively.

Table (3): Results of the variogram function mean of Arsenic metal at (t=1, t=2, t=3)

G5 (T=1) G6(T=2) G7(T=3)
9.667 9.224 0.828
19.753 18.248 20.070
24.566 21.415 24.895
23.881 20.355 25.404
13.380 11.818 14.965
31.483 26.882 34.139
60.007 48.866 66.623

Table (3) shows the results of the variogram function mean, where G5 represents the
results of the variogram function mean at (T=2), and G7 represents the variogram function
mean at (T=3).
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Figure (4): Results of variogram mean of the spatiotemporal data of Arsenic.

Figure (4) shows three curves of the variogram. The blue curve shows the average at (t=1),

the red curve shows the average at (t = 2), and the black curve shows the average at (t=3).
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Figure (5): of the spatiotemporal data of Chrome in all the directions of the compass

Figure (5) shows the curves of the variogram functions. Part (a) represents the Results of the
variogram function at the angle (0°) with the times (t = 1, t = 2, t = 3) between the lag on the x-axis
and the variogram function on the y-axis. The same is true for the rest of the angles in the parts
(b), (c), and (d) in the figure for the angle.

Table (4): variogram function of the mean of Chrome.

G5 (t=1) G6(t=2) G7(t=3)
0.789 0.848 0.803
1.363 1.340 1.284
2.150 1.968 1.917
3511 2.957 2.841
4.825 3.888 3.865
6.029 5.075 5.383
7.775 6.580 6.940

Table (4) represents the results of the mean variogram function at time (t = 1,2,3). G5
represents the mean of the angle (0°), G6 represents the mean of the angle (90°), and G6

represents the mean of the angle (45°).
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Figure (6): Results of an average of variogram function at (t=1, t=2, t=3) for Chrome

Figure (6) includes three curves of the mean variogram function for Chrome. The blue curve
shows the mean at (t = 1), the black curve shows the mean at (t = 2), and the black curve shows
the mean at (t = 3).

Table (5): Results of the variogram function characteristics for Arsenic and Chrome at (t=1, t=2, t=3)

,.
i As Cr
Time

Statistics t=1 | t=2 | t=3 t=1 t=2 t=3
Min 2573 | 26.64 | 20.06 | 16.01 | 1221 | 11.96

Max 4378 | 509.6 | 3789 | 257.8 | 176.7 120
Mean 173 | 1767 | 1427 | 97.73 | 66.23 | 52.14
Median 132.3 116 102.3 68.67 46.39 39.49
Range 6 | 8485 | 8485 6 8485 | 8485

Table (5) shows the results of the variogram function characteristics for all the times (t=1, t
=2, and t=3) for the average of the variogram function for Arsenic and Chrome. Min represents

the nugget effect point; Max represents the variance. Mean represents the average, Median, and

Range.
Table (6): Parameters of variogram function of the spatiotemporal data of Arsenic and Chrome
. Range
Parame Metal Model Thgta or S|I2I Nugget2 (mor
ata Time (m?) | Effect(m?)
month)
. (0°,90% | 17.58 4.014 6
SIEE As | Spherical mhcoae0 T 325 | 7.308 | 8.485
t=1 60.01 9.668 6
Spatiotemporal | As Spherical t=2 48.87 9.225 8.485
t=3 66.62 9.829 8.485
. (0°,90°) | 6.58 0.848 6
Space Cr | Bxponential 1= o5 2o 17503 | 1.154 | 8.485
t=1 7.775 0.789 6
Spatiotemporal Cr Exponential t=2 6.58 0.848 8.485
t=3 6.941 0.803 8.485
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Table (6) shows the results of the variogram function parameters for the spatiotemporal data

of Arsenic and Chrome. It demonstrates the model approximate to the covariance function
through the characteristics of the variogram functions and their means in all the angles with the
same lag as mentioned earlier, and it also shows the parameters of all the times (t =1, t =2 and
t=3) of the mean of the variogram function of Arsenic and Chrome. The table shows the main
parameters of the variogram function with the spatial pattern in the angles (0°, 90°) and
(45°,135°) as the table includes the parameters of variogram parameters as (sill) stands for the
variance, (nugget effect) represents the nugget effect, while (range) represents the range with
(meter or month). As for the spatiotemporal, it shows (t = 1,2,3) for the data related to the time

of the two metals (Arsenic and Chrome).

Table (7): Selected prediction values with the performance of prediction measures

MAPE 0.13244 0.1156 0.1002 0.3372
RMSE 0.1451 0.3219 0.2117 1.0089
Z*(s) 32.574 27.1918 18.2894 25.5074

Table (7) shows some values to be predicted as Z* represents the values to be predicted, and
Z stands for the actual values with the standards of error (MAPE and RMSE). From the results,
it is noticed that the standards of error are small in value, and this indicates the validity of the
prediction process of the data about which prediction rests compared with the original data.

4. Conclusions:

The selection of the mathematical model and the evaluation of the impartiality of the models
are necessary to improve the prediction by applying the spatiotemporal data and drawing the
curves of the spatiotemporal distribution of arsenic and chromium data in soil pollution in the
study area. From Table (6), we notice that the variogram function has the aspherical model in
the case of spatial data and spatiotemporal data for arsenic metal, while in the case of spatial
and spatiotemporal data, the variogram function has an exponential model in the case of
chromium metal. We note that there is a great similarity in the properties of the covariance
functions(spherical model and exponential model) through forecasting and taking into account
the criteria for the correctness of the prediction as well as the least variance and the conditions
of the results obtained in obtaining covariance models with convergent parameters for the best
prediction show us the property of uniform spatial distribution of data in all directions of the
compass and through the application of the kriging technique, the results showed the correctness
of the prediction and the completion methods showed similar performance between the kriging
technique. Finally, the proposed model of the spherical curve and the exponential curve

P,
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approaches 91% of the model of covariance functions for common spatiotemporal data with

very small error rates when forecasting.

Universal kriging (UK), the method of spatial or temporal multiple regression, is a model

that divides a random function into a linear set of drift and a random element that is the

remainder.

Through this research, we recommend using infection disease data and atmospheric gas

pollution data and entering three-dimensional data to obtain a proposed mathematical model

and other spatiotemporal forecasting methods and linking them to artificial intelligence

methods and the fuzzy method.
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