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ABSTRACT

This paper presents a novel image encryption scheme based on extended large-
scale randomization key-stream generator. The basic form of the key-stream generator is
presented, and employed in digital image ciphering. The modification of the basic form also,
presented, and gives encouraging results in image encryption as compared with classical
non-linear stream cipher generators and the basic form. Pixel shuffling is performed via
vertical and horizontal permutation. Shuffling is used to expand diffusion in the image and
dissipate high correlation among image pixels the sequences generated from all presented
generators are introduced to five well-known statistical tests of randomness to judge their
randomness characteristic. The ciphered images are tested for their residual intelligibility
subjectively. The measures applied to images ciphered by one of the classical key-stream
cipher generators (Threshold generator) for the purpose of comparison with the presented
key-stream algorithms. Experiments results show that the proposed algorithm achieves the
image security. In order to evaluate performance, the proposed algorithm was measured
through a series of tests. Experimental results illustrate that the proposed scheme shows a

good resistance against brute-force and statistical attacks.
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INTRODUCTION

As computer —networks widely adapted by societies, network security issue becomes
essential in this century. Many people need data privacy and feeling it is necessary when
they sending or receiving information against unauthorized people [2]. Consequently, digital
images represent one of the important information, transmitted through communication

networks; hence there must be some techniques to conceal them. The most reliable way is by
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employing ciphering algorithm to convert the digital image to unintelligible information.
Image coding such as (Huffman code), can be also considered as one of the ways of image
data concealment, but coding gives constant (codebook)[3], to each image to be ciphered. On
other hand ciphering provides many cipher text to each image, through different
transformation keys employing. Fortunately, security algorithms do not have to be expensive
or complicated. Such as, stream cipher algorithms that will be focused during the work of
this paper and will be applied for image ciphering because of such generators simplicity and

perfection (close to one-time-pad) [2],[3],[4]and fast implementation of ciphering process .

2. Image Encryption Using Large—Scale Randomization Stream Cipher

Scheme
The Large —Scale Randomization algorithm is composed of mainly two parts as shown in
figure (1).

The driving sub-system. The non-linear combining subsystem.

Drivin & I Nonlinear
Subsvstégm : Combing
. | Subsystem
L X7 — &
LK =2

Figure (1) Block diagram of proposed stream cipher generator.

According to deriving sub-system design there are two forms for the presented key-stream
generator that will be introduced in the next stage.
Basic Form of the Presented Algorithm

The deriving sub-system for the basic form of the presented algorithm consist of also
Two parts as illustrated in figure (2). the first part is the deriving sub-system that involves

single group of (LFSRs), this group is called choosing group that illustrated in figure (3).
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These five bits generate an address to any cell in the g” container that consist of 32 locations
(Session-key). These contents should be selected randomly in other word the container
should include random combination of ones and zeros. Ruppel key-stream generator can be

used to generate this key.

Xo G
LK 247 bit X,
Choosing Group X. y
(CG) = >
X:
Xa
Driving Subsystem Non-linear Combiner
Figure (2) proposed system components
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Figure (3) Driving subsystem (Basic form)

Developed Form of the Presented Algorithm
The developed form of the presented algorithm can be considered as an extended form of
that presented previously. The extension here applied for driving sub-system and non-

linear sub-system. The driving subsystem consists of three groups LFSRs:
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1-Choosing group (CG): consists of five LFSRs (CG1 — CG5).

2-Rotation group (RG): consists of two LFSRs (RG1, RG2).

3- Directives registers (DR). The deriving sub-system is illustrated in figure (2).

Where, registers of each group have relatively different prime lengths. The content of each
LFSR is filled with the sequence of bits derived from the secret key (LK) that will be
discussed later. In the design of the non-linear combining sub-system (G) the following
requirements have been considered [10],

(1) (G) must transfer the statistical properties of the periodic driving sequences to the
generated running key in the sense that, when the input sequences have good properties, so is
the output sequence.

(2) (G) must be maximizing the complexity of the running key relative to the complexities of

the driving system generators. Linear methods to reliably predict future key stream digits

G: Binary® — Binary
from any observed part of the key stream is made unfeasible. In the suggested stream

cipher generator, the non-linear part assumed is a Boolean function (G) of type:

Which is given in the form:

yi =(gi Xoj, Xuj, Xaj, X3, X4i.Sj Xsj, X),Pj ( X7 ) <t> Xy <t> Xg <+>X7))

(D
Where:
S (Xsj, Xej)= (Xsj+ Xej)<< 1 (2)
And:
ROTR (g",S") if X, # 0
Pi(X5)= ) 3)
ROTL (g",8") if X, = 0

Where, yj is the output of the function at time j, (Xoj, ...X7j) are the output bits of the driving
stage at time(j) g"j is a 5-bit combining function, it works as a 32-bit container whose

contents are initialized by the secret session key (Sk).
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The input to the function is three groups, where the first group (i.e. Xoj, Xij, ...X4j) 1S
considered as address, to a certain location (cell) in the container. The second group (Xs;,
Xej) pass through the operator (S), whose output will specify the amount of rotation (i.e. the
bits length of the rotation). Finally, (X7) bit which is pushed to the operator (P*) whose
output bit will specify the direction of the rotation. The importance of the (S) and (P*)
functions is to increase the immunity that will be illustrated. Figure (4) shows the complete

structure of previously presented scheme.
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Figure (4) proposed system internal structure

Key Structure

Two different secret keys are involved with the suggested generator these ~ keys are:
Session key (SK): 32 bits that should be generated randomly (by the user) with correlation
rate equal (0.5). The random generator selected to construct this key is the Reuppel-
generator. The value of this generator initial key is:
(1011,0101,1100,0100,0110,1101,0111,1010) b (0Xb5C46d7A) H. Linear key (LK): (343)
bits are used to initialize the contents of LFSRs with the driving subsystem. Three keys are

used; thus, the adopted three keys contain different levels of redundancies, and randomness
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which will be considered as a weak randomness (key 1) to the good randomness (key 3).

Figure (5) below shows Complete system components

LK 343 bits SK 32 birs
G
Xo
X
Ch i I o~
OOSlllg‘Gl oup == el i, S >
«<G) =5 Y
X3
Xa
s [
Rotation Group - ~
(RG) Xs S
v
>
Directive Register X~ _'_I A
(DR) —[ P
<+=>
Driving Sub-system Non-linear Combiner

Figure (5) Complete system components

Initialization and Operation

The initialization operation is done by first loading the (LK) (343) bit, to initialize the
registers starting from (CG1...CG5) then RGI, RG2, and finally DR receptively. The
operation of bits stream generation is started by producing five bits from CG as an address to
the session key that is resident in the (g") container, and then the content of (g") will be
rotated before producing its value. The rotation operation depends on the output of the
function (S) which decide how many positions can be rotated, but the direction of rotation
decided by direction operation (P" ) ( when(X;7=0) to be rotated container content (g") right
and when (X7; =1) the content is rotated to the left ). The output bit of generator produced
by XORing of the output of (g*) function and output of three registers (CGS5, RG2, and DR).
XORed together. This operation can be repeated to generate a key sequence [7]. The outline
of generator operations can be shown in the following pseudo code, which written in C++
notation:

Step1: Input = SK, LK, no. of cycles.
Step2: Initial LFSRs with LK.
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Initial (g") with SK.
Step3: I=1
Step4: If I>no. of cycles then go to step 12.
StepS: Shifting of LFSRs, and producing X, Xi, ..., X7.
Step6: Address = 0.
Step7: For j=0;j <5 ;j ++
Address = Address ® X <<j
End for.
Step8: No. of rotations = Xs+Xs << 1;
Step9: For K = 0; K <no. of rotations; K ++
IF X;== 0 the rotate (g") to the left
Else
Rotate (g") to the right
End for
Step10: Output = (g [Address] + X4 +X4 +X7) mod (2);
Stepl1: I =1I+1, Goto step 4.
Step12: Stop
Expected Sequence Period
The architecture of this algorithm is chosen so that the size of period (L) is
such that the system is computationally secure against linearization attacking
i.e. L =233, This value is derived by the fact that the period (Li) of the sub-
generators (i) is given by:
N

L=I L ..(4
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Where N = number of sub-generators. Then it can be show that, the period of sub-
8 .
L =IIQ2"-1)=~2"* bits
generators: i=1

On the other hand, the period of the non-linear part is the period of three functions (g"), (S*),

(P*) which can be computed as:

L,= irill 2l plp24932 2235 g
Therefore, the overall period (L) of the system becomes :

L, =(L,)*(L,) = 2" bits.
The size of period makes attack becomes unfeasible and suitable for huge data (such as
image information) ciphering the different (LFSRs)[5].One of the classical Non-linear
stream cipher generators is threshold generator in which the combination function checks the
majority of ones ,hus if more than half the output bits from each sub-
generator(X1,X2,X3...).Includes ‘1’more than ‘0’ then the output of generator is ‘0’.The
output of generator can be written as[1 ]:

y=(X<E>Xo)<+>(X <> X5)<H>( X< > X3) ...(5
Where y is the output of generator and <*>denotes logical AND.

3. Image Ciphering by Presented Algorithm

To cipher digital images by the proposed algorithm .The following procedure must be
followed .If M represents whole image pixel values M is divided in to successive parts mij
J.e,mll ml2,....mnl n2 where 1<i, j <nl, n2 ,jthenif mll ,ml2,....mnl n2 €M ,and
mij stands for one image data pixel (8-bit for gray-scale images) with in a set of whole
images pixels M .The encryption engine enciphers mij (8-bit) at a time with the Key-stream
element kl (where kl €K) , kl is the entire Key-Stream and 1< 1 < nln2 . The process of
encryption is as follows [ 2]:
Equation (a):
TkM) : M - C =ty (my)) tio(my2) ........ t(Mni n2) -
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Where Ty(M) and ty(mygn2) are the encryption of whole message and a single
pixel in image respectively .
Equation (b):

T (€): € > M (€ ) (€)oot )

Where and Tl:1 © and til(cnlnz) are the encryption of whole message and a single pixel
in image respectively. Equation (a) is applied to each pixel in image frame in row-wise
manner, until the final row in image. Then the same key-stream is applied to the previously
resulted image frame in column- wise to deals with image data as a two-dimensional
message. The same procedure is applied by equation (b) to decipher the images and
reconstruct the original image without loss in image quality (recovered image). Image

encryption scheme illustrated in figure (5).

cij,row =kij <+> Mjj, row

v

\

MOJ'!!D <+> [!)I = u|.un|o:)‘_[g3

Figure (5) Image ciphering scheme

4. Residual Intelligibility and Regularity of Digital image

When ciphering systems are constructed, there must be some techniques to show the
amount of residual intelligibility in ciphered images, and the quality of the reconstructed
images. The ciphered image must be considered nearly as a white noise (chaotic) with low
residual intelligibility and low quality, on other side the reconstructed (deciphered) image,

must give high intelligibility and high quality with high level of regularity.
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Subjective Fidelity Criteria

Human are good at identifying geometric objects (such as circles, rectangles, triangles, and
lines) and shapes in general. Images, which contain-mostly recognizable shapes, are called
regular images. If an image is not regular, i.e. does not contain identifiable objects or
patterns, or its too chaotic (such as white noise), it is difficult for humans to compare or
recall it [9]. Thus, for image ciphering systems it is suitable that the ciphered image To have
bad subjective quality, (low visual quality), and the deciphered image to have high visual
quality. The histogram of an image is a plot of gray-level values, versus the number of pixels
at that value. The shape of histogram provides information about the nature of image. The
histogram measures are statistically based features, where the histogram is used as model of

the probability distribution of gray levels. The first order histogram probability P(g) can be

defined as:
_N@
P(g)= Mp ...(6)

(Mp) is the number of pixels in the image or sub-image, and N(g) is the number of pixels at
gray level g. The statistical measure based on histogram probability used to measure image
regularity is the entropy which is a measure of randomness achieving is highest value when

all gray levels of image are equal so, it is given by [10]:

N.-1

H=-) P(g)log[P(g)] A7)

=
As, the pixel values in the image are distributed among more gray levels, the entropy
increase [5]. Hence, the ciphered image must have maximum entropy, but the deciphered
image must have less amount of entropy (flat histogram distribution).
Objective Fidelity Criteria

The objective fidelity criteria provide equations that can be used to measure the amount of
error in the reconstructed (deciphered) images or to measure the amount of error between
pure image and ciphered image. Commonly used objective measures are the root-mean-

square error (erms), and the peak signal-to-noise ratio (PSNR) [10]. The root-mean-square
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error is found by taking the square root of the total error divided by the total number of

pixels in the image of size (N*<N):

1 N=IN-1 .
erms=\/—2 > > [y -IxyP ..(8)
N“ x=0y=0

Hence, the smaller the value of erms metrics, the better the deciphered image represents the
original image and the larger the value of error metrics. The better the ciphered image
conceal pure image information. Alternatively, with (PSNR) metrics, a larger number
implies a better deciphered image, and smaller number implies better image concealment of

original image is obtained. the peak signal-to—noise ratio, is defined as:

_ 2
PSNR = 1010g,, —— b .9
FZZ[I“(x,y)—I(x,y)F
x=0 y=0

Where NL = number of gray levels (for 8-bits NL = 256) . Also, as a useful indicator for
intelligibility losses in deciphered or residual intelligibility in ciphered image, because all
pixel in spectral domain represents a contribution of all image pixels in spatial domain [10].

The spectral signal-to—noise ratio for the digital image can be defined as:

N-1N-1

>, 2 i, vf

SSNR =10log, 8=0 v=0 ...(10)

—1N-1

>, v) - 1f(, v

v=

z

1l
<

Where If(u,v) is the two-dimensional Discrete Fourier Transform (2DDFT) of original image
and I (u,v) is the (2DDFT) for ciphered image equation (19) is defined in [8] for one-

dimensional discrete signal as a scrambled signal quality measure as:

>t (u)

SNR =10log,, —=! ..(11)

N

Z‘If(u)—IfA(u)‘z
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Similarity Measure

The most common form of the similarity measure can be interpreted in two given

- Aj Bij : N N .
matrices and .The inner product can be defined as ), Y aijbij Alternatively; each
i=1j=1

element in the matrix is subtracted from the image mean value as illustrated below:

N, Y (12
(aij =ay _ngp(g)J (12)

g=0 i=0,j=0
N, i=N,j=N

(bij = bij - Z gx p(g))
g=0 i=0,j=0

Then, the similarity test finally is given by (after normalization) [5]:

N N
2 2 a.b..
i=1j=1 "1
CORR2 (Aij, Bij) = .. (14)
NN, NN
2 2 a2 2 b
i=1j=1 J i=1j=1 ]

By considering Aij and Bij as two image matrices. The similarity measure shows the
amount of correlation between Aij and Bij. Therefore, when the similarity between the
ciphered image and the original image, is small, then good concealment to the original image
is obtained. The similarity between any two-image matrices gives its maximum value of (1)
if the two images are perfectly similar.

Statistical Tests of Randomness

Numerous statistical tests can be applied to a sequence. In the current work, five

particular tests will be described and some remarks about their usefulness will be presented

to give an indication of their usefulness. The five tests are:
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Frequency Test
This is perhaps the most obvious test in comparison with other tests, occurred in the
sequence and it is applied to ensure that there is roughly the same number of ‘0s’ and ‘1s’.

Let n0 zeros and nl ones be in a sample of (nt =n0 + n1) bits. Then[6] :

17 = (no—ny)*/n, ...(15)
2
Clearly if n0 = nl then X =0. To decide if the value obtained is good enough for the
2
sequence to pass, the value of test can be compared with a table of X distribution

(Appendix (B)), for one degree of freedom (DOF). It is obvious that the value of Xz for 5%
significant level is (3.84). So, simply, if the test value is no greater than (3.84) the sequence
passes, otherwise it is rejected.
Serial Test

The serial test is used to check that the number of bit transitions of the binary sections
(01,10,00,11) in the stream of length nt are occurred roughly (the same number of times). If
a sample passes this test it suggests that each bit is independent of its predecessors. If n00
represents the frequency of the section 00, ng; the frequency of the section 01, nl0 is the
frequency of the section 10, and nl1 is the frequency of the section 11, then the following

equations will always hold

n00 + n01 =nl ornl-1 ...(16)
nl0+nll=nl ornl-1 ..(17)
nl0-n0l =0or1 ...(18)
n00 +n01 +nl0 +nll =nt-1 ...(19)

(Note the (1) occur because for a section of length L there are only L-1 transitions).
Ideally:
n, -1

n0l =nl0=n00=nl1 4
as showed by [12], and,[30],[31] ,hence the serial test ST is given by:
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2 1 2
= . 1 ...(20
T= ) ntigo(n‘) + (20)

~1i=0=0
2
Is approximately, distributed with two degrees of freedom. From X distribution table.

2
Thus, the value of X corresponding to a 5% significant level is 5.99. It is becoming clear

that for this test any sequence for which the value is greater than 5.99 must be rejected.

Auto-correlation Test
X{sX5, X3,
If the binary stream to be tested is K then:

n —d
Ac(d) = Z X. *X+d 0<d<nsl ... (25

0y 0y
Ac®)=3 (x)>= 3 x’=n
RN = N = I

If the stream contains n0 of ‘0Os’ nl of ‘1s’, then the expected value for A (d) where d #
0 is:
— llf (nt - d)

2
nt

..(26)

2 2
The test will be successful if X < 3.841 for all d, whereX can be calculated as
follows:
(A (d)-p)°
ER il e o ..27)
V)
This test enables to decide whether the sequence under test is believed to have

‘random’ distribution or not [8] [9]
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The Run Test

For this test, the sequence is divided into runs of zeros and ones, a run of zeros is defined as

a consecutive string of zeros preceded and followed by ones a run of ones is defined

similarly.
The (i) successive 0-bits preceded and followed by a ‘1’ are called a 0-run of
. 10000001
length (i):
H_}
Length -i

The successive 1-bits preceded and followed by a ‘0’ are called a 1-run of length 1:

01111110

—
Length -i
For example, the sequence 011000101101 contains:

3 of O-runs of length 1
1 of O-runs of length 3
2 of 1-runs of length 1
2 of 1-runs of length 2
n0i = number of 0-runs of length 1.
nli = number of 1-runs of length i.

The expected number of runs of length i (both 0-runs and 1-runs TO, T1) is :

2
n¢
kf(HOi_zi) -
T,=Y~>~—=7_
0= (28)
zi
0 \2
t
kf(nli_zi)
T, =Y~~~ 7 ...(29
L (29)
2i

2
Which is approximately X distribution with (kf -1) degree of freedom.

-
Web Site: www.Kkjps.isnra.org E-mail: kips@uoalkitab.edu.iq
e

190




KJ P S AFKjtab Journal for Pure Science

Vol.2 (2), ISSN: 2617-1260 (print), 2617-8141(online)
www.Kjps.isnra.org

Results and conclusions
The results for Image regularity and residual intelligibility are all illustrated in Table
(1) for the image beach. The ciphered images are all shown in figure (6)

Figure:(6) Image called beach ciphered using presented algoritim
(a)&(b): original image with histogram
fe)&id): ciphered image from preseufed Algorithm with histogram.
fe)&(f): deciphered image with histogram.

for the proposed non-linear key-stream generator and traditional Non-linear key-stream
generator which is called Threshold generator for sake of comparison. The results of testing

randomness of LFSRs are shown by tables (2) and table (3) below
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Table (1) Regularity and Residual Ineligibility Measures for ciphered images

Entropy of -
; Entropy Similarity | SSNR (dB) | PSNR (dB)
pure image

The results of residual intelligibility for presented stream cipher generator

Beach 7.4504 7.9023 -0.0431 0.6225 1.9258 204.367

he results of residual intelligibility for Threshold stream cipher generator

118.017

The requirements of the proposed algorithm are:

Both the sender and receivers need to have the identical functioning programs for
enciphering and deciphering.

(2) The receivers must have obtained the randomization key string K(I) and the scheme
description before the receipt of ciphertext from the senders. Therefore, a good key exchange
protocol, like Diffie-Hellman scheme, must be performed. This may have employed in future
as further development for the presented algorithm.

(3) The results of residual intelligibility that have been applied for image called Bridge
and image called Fighter shows that the residual intelligibility for images ciphered by the
presented algorithm is lower than the values obtained from the same images encrypted by
Threshold non-linear stream cipher generator (see table (1)). Furthermore, the subjective
quality for ciphered images by the presented algorithm is very close to the white noise
(chaotic with flat histogram) as compared by the same results obtained from Threshold non-
linear stream cipher generator.

(4) The correlation immunity of the presented generator with high period could be
considered as the most important advantages of the presented algorithm. Finally, the

simulation results show that the proposed algorithm achieves the image secrecy.
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Table (2) Statistical Tests of Randomness Results from classical method

- must be
Frequency test 0.0269 0.3618 1.3687 )

= 184

‘ | T 13103 | 1767 e
—_— .
‘ 17.4062 | 15.8021 £11362
must be =

5.1936 5.4549
11.1
mmst be
0.54118 14497 3.6787 8

Auto — Correlation Shift 1 | 0.20334 0.2732 ) 0.32610

test, for first ten hits Shift2 § 0.69133 ) 0.12747 | 0.08966
Shifr 2 | 0.13612 | 0.06818 | 0.01968
Shift4 | 0.04475 | 0.11289 J 1.21773
Shift 5 | 0.05576 | 0.60407 [ 0.0281% must be
Shift6 | 0.45618 | 0.14653 | 0.2070 = 348
Shift 7 | 0.86701 | 0.54944 J(0.2762
Shift & 07377 | 0.20560 J 0.38185
Shift @ | 0.04525 | 0.32720 | 0.9558
Shiftl0

Maximum Auto — Corr. value
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Table (3) Statistical Tests of Randomness Results from Large-Scale Randomization

A A
stream cipher scheme without (~> " )
Test Eey 1 Key 2 Eeyv 3 Pass value
must be
Frequency fest 052711 005034 0.2586
= 3.84
'To 230218 13.5550 158021 must be
Run tesi .
T1 208031 | 359101 | 7.27472 = 22.362
= must be
Poker test B=5 4.0218 2.627 7.747
= 11.1
< must be
Serial tesi 0.2300 0.2567 0.50306
= 599
Shafre 1 01522 04374 0.3217
Shift 2 0.8057 0.7043 1.23908
Shift 3 8671 3.5211 0.2597
Shifi 4 0.2973 0.10312 2852
Auroe — Correladon Shifr 5 0.01610 0.0064 4.1525 must be
test, for first ten bits Shifr 6 L 47603 3.215 0.8121 = 3.48
Shift 7 02735 L 872 033413
Shift § 0.0058 0.0I81 1.19559
Shifr @ F.6902 3.216 0.32979
Shifeld 0.10022 004618 0.03205
Maximum Ante — Corr
4 482 8 2863 2.61902 = 348
valie
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